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Abstract: In this paper, Crank-Nicholson method for solving fractional wave equation is considered. The 
stability and consistency of the method are discussed by means of Greschgorin theorem and using the 
stability matrix analysis. Numerical solutions of some wave fractional partial differential equation models 
are presented. The results obtained are compared to exact solutions.
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INTRODUCTION

Fractional order differential equations (FDE) have 
been the focus of many studies due to their frequent 
appearance in various applications especially in the
fields of fluid mechanics, viscoelasticity, biology,
physics  and  engineering [1, 6-13]  and  the  references 
cited therein). Consequently, considerable attention has 
been given to the solutions of fractional ordinary/partial 
differential equations of physical interest. Most
fractional differential equations do not have exa ct
solutions, so approximation and numerical techniques 
[1-4] must be used. In the following we present some 
basic definitions for fractional derivatives and
Greschgorin theorem which are used in this paper.

Definition 1: The Riemann fractional derivative
operator *Dα  of order α is defined in following form:

m x

* m m 1a

1 d f( t )(D f)(x) dt, 0
(m ) d x (x t)

α
α− += α >

Γ − α −∫

where m 1 m,m N , t 0.− < α < ∈ >

Remark 1: The case a = 0 is generally called Riemann-
Liouville form.

For more details on fractional derivatives
definitions and its properties [5, 10, 14].

Theorem 1: (Greschgorin)
Let the matrix A ≡ (aij) has eigenvalues λ and 

define the absolute row and column sums by:

n n

i ij i ij
j 1 , j i i 1,i j

r a , c a
= ≠ = ≠

≡ ≡∑ ∑

Then,
(a) Each eigenvalues lies in the union of the row

circles Ri, i = 1,2,…,n where

i ii iR { z : z a r }≡ − ≤

(b) Each eigenvalues lies in the union of the column 
circles Cj, j = 1,2,…,n where

j jj jC { z : z a c }≡ − ≤

Proof: [5].
Our aim in this paper is to study the finite

difference method for solving fractional order wave 
equation of the form:

2

2

u(x,t) u(x,t)
c(x,t) d(x,t)

t x

α

α

∂ ∂
= +

∂ ∂
(1)

on a finite domain a<x<b, 0≤t≤T. The parameter α
refers to the fractional order of spatial derivatives with 
1≤α≤2. The function d(x,t) is a source term and the 
coefficient functions c(x,t)≥0, We also assume that 
problem (1) is subjected to the following initial
conditions:

0 1
tu(x,0) u (x), u (x,0) u(x),= = for a<x<b,

and zero Dirichlet boundary conditions.
Clear that when α = 2, equation (1) is the classical 

wave equation of the following form:

2 2

2 2

u(x,t) u(x,t)
c(x,t) d(x,t)

t x
∂ ∂

= +
∂ ∂
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The Gr u nwald-Letnikov definition is important
for our purposes in this paper because it allows us to 
estimate *Df ( x )α  numerically in a simple and efficient
way:

x a
h

p
x k

k 0

1D f ( x ) f(x kh) O(h )
h

−  
α

α
=

= ω − +∑

This formula is not unique because there are many 
different valid choices for ωk that lead to
approximations of different order p [7].

Let ω(z,α) be the generating function of the
coefficients ωk, i.e,

k
k 0

(z, ) z
∞

α

=

ω α = ω∑

If the generating function is [15]:

(z, ) (1 z)αω α = −

then we get to the backward difference formula of
orderp = 1, This is also called the backward Euler
formula of order 1 or, simply the Gr u nwald-Letnikov
formula. The corresponding coefficients

k
k ( 1)

k
α 

ω = −  
 

which called the normalized Gr u unwald weights can 
be conveniently evaluated by means of the recursive 
formula:

0 k k 1
11, 1

k −
α + ω = ω = − ω  

(2)

The generating function for the backward difference 
formula of order p = 2 is:

23 1(z, ) 2z z
2 2

α
 ω α = − +  

and the generating function for the backward difference 
formula of order p = 3 is:

2 311 3 1(z, ) 3z z z
6 2 3

α
 ω α = − + −  

The standard Gr u nwald estimates generally yield 
unstable finite difference equations regardless of
whether   the  resulting  finite  difference  method  is  an 

explicit or an implicit system [8, 9] for related
discussion. Therefore, we use a shifted Gr u unwald
formula to estimate the α-spatial order fractional
derivative [9]

M

kM
k 0

u(x,t) 1lim u(x (k 1)h,t)
x h

α

α α→∞
=

∂ = ω − −
∂ ∑ (3)

DISCRETIZATION FOR 
FRACTIONAL WAVE EQUATION

In this section the Crank-Nicloson method with 
shifted Gr u nwald formula are used to estimate the
spatial α-order fractional derivative to solve
numerically, the fractional wave equation of the form:

2

2

u(x,t) u(x,t)
c(x,t) d(x,t)

t x

α

α

∂ ∂
= +

∂ ∂
(4)

Let us introduce the following notations:

n nt n t ,0 t T= ∆ ≤ ≤

and x (b a ) / N h 0∆ = − = >  to be the grid size in x-
direction with xi = a+ih for i = 0,1,…,N. Define

n n
i i n i i nu u ( x , t ),c c (x , t )≈ =

and
n 1 / 2
i i n 1 / 2d d (x , t )+

+=

In the following two main steps are considered to build 
in the finite difference scheme of (4). Let n

iU denote the 
numerical approximation to the exact solution n

iu . If the 
shifted Gr u nwald estimates are substituted in the
problem (4) to get Crank-Nicloson type numerical
solution, the resulting finite difference equations are

n 1 n n 1 n
n 1 n n 1 / 2i i i i

,x i ,x i i2
u 2u u c ( u u ) d

( t) 2

+ −
+ +

α α
− + = δ + δ +
∆

(5)

where the above fractional partial differentiation
operator is defined as

i 1
n n

, x i k i k 1
k 0

1u u
h

+

α − +α
=

δ = ω∑

Equation (5) can be written in the following form:

n 2 n 2
n 1 ni i

,x i , x i

n 1 n 1 / 2 2
i i

c ( t) c ( t)1 u 2 u
2 2

u d ( t)

+
α α

− +

   ∆ ∆− δ = + δ   
   

− + ∆

(6)
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The difference equations (6), together with the Dirichlet 
boundary conditions, can be solved at time step t n+1 as a 
linear system of equations of the form:

n 1 n n 1 2 n 1 / 2(I A)U (2I A)U U ( t) D+ − +− = + − + ∆ (7)

where

n n n n n T n 1 /2 n 1 / 2 n 1 / 2 T
0 1 N 1 N 0 N 1U [ u , u , . . . , u ,u ] , D [0,d ,...,d ,0]+ + +

− −= =

and I is identity matrix of dimension N-1×N-1.
To illustrate this matrix pattern, we list the

corresponding first two equations for the row i = 1;2 
where

n 2
i

i
c ( t)

:
2hα

∆
γ =

n 1 n 1 n 1 n 1
1 1 0 2 1 1 1 1 2 0

n n n n n 1 2 n 1 / 2
1 1 0 2 1 1 1 1 2 0 1 1

u u u u
2u u u u u ( t) d

+ + + +

− +

− γ ω − γ ω − γ ω

= + γ ω + γ ω + γ ω − + ∆

n 1 n 1 n 1 n 1 n 1
2 2 0 3 2 1 2 2 2 1 2 3 0

n n n n n n 1 2 n 1 / 2
2 2 0 3 2 1 2 2 2 1 2 3 0 2 2

u u u u u

2u u u u u u ( t) d

+ + + + +

− +

− γ ω − γ ω − γ ω − γ ω

= + γ ω + γ ω + γ ω + γ ω − + ∆

We refer here that, in the numerical computation 
we will use U0 = u0(xi) and since

i,1 i,0
t

u u
u(x,0)

t
−

=
∆

then
1

i,1 i ,0 iu u t u ( x )= + ∆

hence,
1 0U U tS= + ∆

where
1

iS u ( x )=

Also, the matrix

ijA [a ],i 1,2,...,N 1,j 1,2,...,N 1= = − = −

is defined by
i i j 1

i 1
i , j

i 0

, for j i 1
, for j i

A
, for j i 1

0, for j i 1

− +γ ω ≤ −
 γ ω ==  γ ω = +
 > +

Proposition 1: The fractional Crank-Nicholson
discretization, using the shifted Gr u nwald estimates, 
applied to the fractional diffusion Eq. (1) and defined 
by (7) is unconditionally stable for 1<α<2.

Proof: We will first show that the (complex-valued)
eigenvalues of the matrix A have negative real parts.
Note that ω1 = -α and for 1<α<2 and t≠1 we have ωi>0.
Additionally,

k N

1 k
k 0,k 1

=

= ≠

−ω = α ≥ ω∑

for any N>1. According to the Greschgorin theorem
(1), the eigenvalues of the matrix A are in the disks 
centered at each diagonal entry 

i,i i 1 iA = γ ω = − γ α

with radius
N i 1

i i , j i i j 1 i
j 0 , j i j 0 , j i

r A
+

− +
= ≠ = ≠

= = γ ω < γ α∑ ∑

These Greschgorin disks are within the left half of 
the complex plane. Therefore, the eigenvalues of the 
matrix A have negative real-parts.

Next, λ is an eigenvalue of matrix A if and only if 
(1-λ) is an eigenvalue of the matrix (I-A). If and only if 
(2+λ)/(1-λ) is an eigenvalue of the matrix (1-A)-

1(2I+A). We observe that the first part of this statement 
implies that all the eigenvalues of the matrix (I-A) have 
a magnitude larger than 1 and thus this matrix is
invertible.

Furthermore, since the real part of λ is negative, it 

is not hard to check 1 1.
2
+ λ <
− λ

 Therefore, the spectral 

radius of the system matrix (1-A)-1(2I+A) is less than 
one. Thus, the system of finite difference Eq. (7) is 
unconditionally stable.

NUMERICAL RESULTS

In this section the finite difference schemes (7) is 
used to solve the fractional wave equation (1) and with 
α = 1.8.

Example: Consider the fractional wave equation of the 
form:

2 1.8

2 1.8

u(x,t) u(x,t)
c(x,t) d(x,t)

t x
∂ ∂

= +
∂ ∂

defined on a finite domain 0<x<2 and t>0, with the 
coefficient functions: 

1.8c(x,t) (1.2)x= Γ

and the source function: 

t 2 t 2 t 3d(x,t) 4e x (2 x) 16e x 20e x− − −= − − +
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Numerical solution u (x,t) obtained at ∆x = 1/40

Numerical solution u (x,t) obtained at ∆x = 1/100

with initial conditions: 

2 2
tu(x,0) 4x (2 x), u (x,0) 4 x ( 2 x)= − = − −

and Dirichlet conditions: 

u(0,t) u(2,t) 0= =

Note that the exact solution to this problem is: 

t 2u(x,t) 4e x (2 x)−= −

which can be verified by applying the fractional
differential formula:

m m
x

(m 1)
D x x

(m 1 )
α −αΓ +

=
Γ + −α

Numerical solution u (x,t) obtained at ∆x = 1/150

Numerical solution u (x,t) obtained at ∆x = 1/150

Table 1: Relative error at different values ∆t and ∆x
∆t ∆x Relative error
0.0250 0.1000 0.0354
0.0167 0.0500 0.0177
0.0125 0.0333 0.0122
0.0100 0.0250 0.0095
0.0083 0.0200 0.0078
0.0067 0.0133 0.0060

The obtained numerical results by means of
implicit method are shown in Table 1. In the third 
column the relative 

exact approx

2
exact

2

u u
error

u

−
=

is computed at time t = 1 at different values of ∆t and 
∆x.
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CONCLUSION

In this paper, a Crank-Nicholson method with
shifted Gr u nwald estimates for solving the fractional 
order wave equation is presented. The stability and the 
consistent of the method are proved. Some test
examples are given and the results obtained by the 
method are compared to the exact solutions. The
comparison certifies that FDM gives good results.
Summarizing these results, we can say that the finite 
difference method in its general form gives a reasonable 
calculations, easy to use and can be applied for the
fractional differential equations in general form. All
results obtained by using MATLAB version 7.1.
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